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With the rise of large language models (LLMs), researchers across
disciplines are exploring how to use artificial intelligience in scientific
discovery.

In social science, researchers are interested in using LLMs as
reasoning/modeling tools and even as synthetic study participants.

 This workshop will show you how to actually use these models in practice.

INTRODUCTION



Rule-Based Era (1950s–1980s): Handcrafted linguistic rules and
symbolic systems like ELIZA and SHRDLU.
Statistical NLP (1990s): Shift to data-driven methods using n-grams
and Hidden Markov Models.
Word Embeddings (Early 2010s): Word2Vec and GloVe introduced
dense semantic representations.
Neural Sequence Models (2014–2017): RNNs, LSTMs, and Seq2Seq
with attention became standard for translation and generation. 

The origins of LLMS



“Attention Is All You Need” (Vaswani et al., 2017) kickedoff the LLM revolution. In 2017, Google
introduced the Transformers architecture, which made a breakthrough in how fast and how big

we can train language models. It solved a key problem that RNNs struggled with: long-range
dependencies and parallelization. This led the way to BERT, GPT, and beyond.

https://arxiv.org/pdf/1706.03762

https://arxiv.org/pdf/1706.03762


https://medium.com/@seekmeai/the-evolution-of-openais-chatgpt-from-gpt-1-to-gpt-4-and-beyond-cdd15917961a

117 million 1.5 billion 175 billion 175 billion Estimated 1.8 trillion

https://medium.com/@seekmeai/the-evolution-of-openais-chatgpt-from-gpt-1-to-gpt-4-and-beyond-cdd15917961a




https://medium.com/nice-math-problems/imo-2025-results-humans-still-rule-0fb25da2ead7

2025 International Mathematical Olympiad

DeepMind: 35/42, OpenAI: 35/42 

https://medium.com/nice-math-problems/imo-2025-results-humans-still-rule-0fb25da2ead7


https://medium.com/nice-math-problems/imo-2025-results-humans-still-rule-0fb25da2ead7

2025 International Mathematical Olympiad

However, current models do not reach the same level.

https://medium.com/nice-math-problems/imo-2025-results-humans-still-rule-0fb25da2ead7


The trends suggests a HUGE potential in innovation.

How can intelligient LLMs advance scientific research?
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Simpliest proof-of-concept?

Just use chat interfaces!
Examples: Gemini Pro, ChatGPT (GPT-5), Claude,
Windsurf, Cursor, GitHub Copilot

Pros:
simple and easy to use
Strong context management and stability
Generous free tiers (e.g., free Gemini Pro and GitHub
Copilot for students)

Cons:
Limited workflow customization and automation
capabilities

CHAT
INTERFACE



Simpliest proof-of-concept?

Just use chat interfaces!
Examples: Gemini Pro, ChatGPT (GPT-5), Claude,
Windsurf, Cursor, GitHub Copilot

LLM APIs

What are good fits for API tool calling?

Multi-agent environments
Multi-turn reasoning pipelines
Custom evaluation of output quality
Decision-making sequences

Pros:
High control over model behavior and reasoning
Enables complex, tailored applications and research
workflows

Cons:
Requires significant development effort and upfront
coding costs

**Tip: Gemini does have a good free tier.  Don’t
add your billing info or you will get charged once
you are past the free limit.



How do you call LLM APIs?

Platforms with multiple models:
OpenRouter – A platform that lets users access multiple AI models through
a single interface. https://openrouter.ai/
Groq – A hardware and inference platform designed to run AI models
extremely fast. https://groq.com/

Direct Model Call:

OpenAI – Access to GPT models such as GPT-4 and GPT-4o.
https://platform.openai.com/docs/api-reference
Anthropic – Claude models, including Claude 3 Opus, Sonnet, and Haiku.
https://claude.com/platform/api
Google Gemini – Gemini models available via Google AI Studio or Vertex
AI. https://aistudio.google.com/
Cohere – Command and Embed models for generation and embeddings.
https://docs.cohere.com/
Mistral AI – Mistral and Mixtral models offered through their native API.
https://mistral.ai/

LLM APIs
**Tip: Gemini does have a good free tier.  Don’t add your
billing info or you will get charged once you are past the
free limit.

https://openrouter.ai/
https://groq.com/
https://platform.openai.com/docs/api-reference
https://claude.com/platform/api
https://aistudio.google.com/
https://docs.cohere.com/
https://mistral.ai/


Model Input $/1M tokens Output $/1M tokens

GPT-5 $1.25 $10

Gemini 2.5 Flash $0.30 $2.50

Gemini 2.5 Pro $1.25 $10

GLM 4.5 (via Z.ai/OpenRouter) $0.60 $2.20

Claude Sonnet 4 $3 $15

Claude Opus 4.1 $15 $75

MODEL PRICING

https://velab.dev/blog/what-model-should-you-be-using/

https://velab.dev/blog/what-model-should-you-be-using/


DEMO



Be clear on data structure

Pasting a full CSV without context can
confuse an LLM. As with a Kaggle
dataset or working with a colleague,
first explain the dataset and each
column. You can also give explicit
instructions, such as a function, for
how the model should process the
data.

THE ART OF PROMPTING

Seeding with starter model

To avoid wasting credits on weak
models, start with a seed model for
the LLM to refine. Some argue this
risks originality, but like any scientific
work, using prior literature is a valid
foundation for discovery.

Be clear about output format

Be explicit if you need a Python
function or a specific function name
for the next step. State it clearly:
“Write a Python function named X.”
Expect to adjust the prompt
continuously to correct errors or
omissions.

Have AI edit your prompt

Use AI to refine your prompts. Draft
what you want to say in one chat, then
have the AI structure it into a clear
prompt for another model.
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What are good fits for using open source model?

Fine-tune for specific tasks
Need data privacy
Cheap model
Experimentation and develop new capabilities

Pros:
High control and customization
Community and transparency
Innovation

Cons:
Requires setup and Infra management
Will not be as smart as proprietary models
Often needs fine-tuning to perform well

OPEN SOURCE MODELS



OPEN SOURCE MODELS

https://artificialanalysis.ai/models/open-source

https://artificialanalysis.ai/models/open-source


OPEN SOURCE MODELS

https://artificialanalysis.ai/models/open-source

https://artificialanalysis.ai/models/open-source


Unsloth: Provides notebooks that simplify inference and fine-
tuning pipelines (YC S24).

https://docs.unsloth.ai/get-started/unsloth-notebooks

vLLM: LLM inference engine optimized for GPU scaling,
streaming, and batch processing (requires GPU).

Ollama: Local LLM platform for easy setup and
experimentation with built-in model management.

Article that explains the difference between vLLM and
Ollama: https://robert-
mcdermott.medium.com/performance-vs-practicality-a-
comparison-of-vllm-and-ollama-104acad250fd

OPEN SOURCE MODELS

https://docs.unsloth.ai/get-started/unsloth-notebooks
https://robert-mcdermott.medium.com/performance-vs-practicality-a-comparison-of-vllm-and-ollama-104acad250fd
https://robert-mcdermott.medium.com/performance-vs-practicality-a-comparison-of-vllm-and-ollama-104acad250fd
https://robert-mcdermott.medium.com/performance-vs-practicality-a-comparison-of-vllm-and-ollama-104acad250fd
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LLM and beyond....

https://sierra.ai/blog/the-challenge-with-rolling-your-own-agent

https://sierra.ai/blog/the-challenge-with-rolling-your-own-agent


Weekly news on latest LLM trends: https://velab.dev/

Deep comparitive analysis of current LLM models: https://artificialanalysis.ai/

Reddit: https://www.reddit.com/r/LLMDevs/

Discord channels

Cool papers:

OG agent framework paper: https://arxiv.org/abs/2303.11366

LLM powered foundational model of human cognition: https://arxiv.org/abs/2410.20268\

Cognitive model discovery via LLMs: https://arxiv.org/abs/2502.00879

Resources and continued learning

https://velab.dev/
https://artificialanalysis.ai/
https://www.reddit.com/r/LLMDevs/
https://arxiv.org/abs/2303.11366
https://arxiv.org/abs/2410.20268
https://arxiv.org/abs/2502.00879
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